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A123: Digitalized Health Care I
- Lightning talk: Session chair: Professor Hercules Dalianis, SU

1. DataLEASH in Action (CI)

2. Advanced Magnetic Resonance Elastography for the Brain (RP)

3. AI-based Positioning and Personalization Platform for Human Body Models – HBMs
(previous Virtual Baby Platform) (RP)

4. AI-based Asthma App using Spirometer (SI)

5. AI-based Detection of Colorectal Cancer in Primary Care – AIDCCIP (SI)



DataLEASH in Action (CI)
LEArning and SHaring under privacy constraints

Team affiliated with KTH & SU
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PI, Co-PI and Partners

• PI         Tobias Oechtering, KTH

• Co-PIs Hercules Dalianis DSV, SU
            Cecilia Magnusson Sjöberg, Juridicum, SU

• Partners: SEB bank, Region Halland, National Library of Sweden (KB) 
but also IMY, The Swedish Authority for Privacy Protection - 
Datainspektionen

•  Authority for Privacy Prote
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This project is the application of 
the DataLEASH results
• SEB Bank – synthetic data generation for privacy-preserving data 

sharing of financial data between departments within the bank
- Design uses PML framework developed in DataLEASH 

• Region Halland – De-identification and pseudonymisation of 
patient records for creating large language models

• IMY - The Swedish Authority for Privacy Protection)
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Synthetic Data (SEB)
• Problem: Reduce disclosure risk when 

sharing financial data within SEB!
o Note, no legal requirement - risk 

minimization of unintentional leak!  

• Approach follows PrivBayes method
o PML approach promises higher 

utility than DP since PML 
guarantees take prior into account! 

Saeidian, Yavuzyilmaz, Grosse, Schuppe, Oechtering, "A 
Tight Context-aware Privacy Bound for Histogram 
Publication," submitted to IEEE SP Letters, Feb'25.
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as a result, obtain a strict type of guarantee. Less stringently,
we can define guarantees that require small privacy leakage
with high probability, or on average

1 that, naturally, would
enable more utility. These privacy guarantees are defined in
Section III where we also discuss some of their elementary
properties.

In Section IV, we study how pointwise maximal leakage
relates to several relevant privacy/statistical notions, namely,
max-information [22], local differential privacy [13], local
information privacy [12], local differential identifiability [7],
and mutual information. When possible, we derive bounds
between the different notions and discuss their implications.

As a final note, in Section II-D we discuss a privacy frame-
work called the dynamic consumption of secrecy [18] which, in
the same spirit as our work, attempts to quantify the privacy
leakage due to disclosing a single outcome of the random
variable Y . However, [18] argues that the privacy definition
resulting from this dynamic view suffers from limitations that
convince the authors against pursuing this line of research.
In Section II-D, we discuss what these limitations are, and
explain why they do not apply to pointwise maximal leakage.

B. Notation

In this work, we restrict our attention to finite random
variables, therefore, all sets are assumed to be finite. We use
uppercase letters to refer to random variables, e.g., X . Sets are
represented by uppercase calligraphic letters, for example, the
alphabet of X will be denoted by X . Let E ✓ X . We will use
both PX(E) and PX⇠PX

[E ] to describe the probability of an
event E according to distribution PX . Similarly, we will use
EX⇠PX

[·] to represent expectation with respect to PX . The
notation supp(PX) := {x 2 X : PX(x) > 0} will be used to
refer to the support set of distribution PX . Given probability
distributions PX and QX over a set X , we write PX ⌧ QX

to imply that PX is absolutely continuous with respect to QX .
Finally, we use log(·) to denote the natural logarithm and 1[·]
to denote the indicator function.

II. DEFINITION, INTERPRETATIONS AND PROPERTIES

A. Randomized Function View of Leakage

We begin by describing our threat model, which is based
on the threat model of [21]. Suppose X is a random variable
defined over a finite alphabet X . We will use X to represent
some data containing sensitive information. Further, suppose
Y is a random variable taking values in a finite alphabet
Y which is the output of a channel (i.e., kernel) PY |X
with input X . We will also refer to the channel PY |X as a
privacy mechanism. Consider an adversary who is interested in
guessing the realized value of a possibly randomized function
of X , called U , characterized by PU |X . The adversary, who is
computationally unbounded, observes an outcome Y = y and
constructs a guess of U called Û according to a kernel P

Û |Y=y
.

The adversary is passive in the sense that she cannot affect the

1By considering the average-case privacy leakage, we retrieve the original
definition of maximal leakage.

Fig. 1. System model for the randomized function view of leakage: An
adversary observes an outcome y of the channel PY |X , and tries to guess the
value of a randomized function of X , denoted by U .

outcomes of the system, but can verify if her guess is correct.
Furthermore, the adversary knows the joint distribution PUXY ,
and therefore, can optimize her choice of guessing kernel
P
Û |Y=y

to maximize her chances of correctly guessing U .
To measure the privacy leakage of a disclosed outcome y,

the system designer considers the ratio of the probability of
correctly guessing U having observed y, and the probability
of correctly guessing U with no observations. Thus, we define
the pointwise U -leakage of X as follows:

`U (X ! y) := log
supP

Û|Y =y

P
h
U = Û | Y = y

i

maxu2U PU (u)
, (2)

where U denotes the alphabet of the random variable U . As the
system designer may not know what U the adversary is inter-
ested in, or different adversaries may be interested in guessing
different U ’s, we investigate the worst-case scenario by taking
the supremum of (2) over all possible U ’s. Considering this
setup, we define pointwise maximal leakage (PML) denoted
by `(X ! y) as follows.

Definition 1 (Pointwise maximal leakage): Let PXY denote
the joint distribution over X and Y , and suppose the Markov
chain U �X � Y � Û holds. The pointwise maximal leakage
from X to Y = y, `(X ! y), is defined as

`(X ! y) := sup
PU|X

`U (X ! y)

= log sup
PU|X

supP
Û|Y =y

P
h
U = Û | Y = y

i

maxu2U PU (u)
.

(3)

In the following result, we show that `(X ! y) can be written
as a simple expression.

Theorem 2: Given a joint distribution PXY over finite
alphabets X and Y , the pointwise maximal leakage from X
to Y = y is given by

`(X ! y) = log max
x2supp(PX)

PX|Y=y(x)

PX(x)
. (4)

Proof: Fix an arbitrary random variable U . The numerator

Privacy-utility trade-off in 
numerical experiments:

• Greedy – benchmark, 
without privacy 

• Naïve - random 
approach, no privacy 
cost for dependecy 
graph construction 



Region Halland
• Region Halland has used our de-identifier and pseudonymiser 

SweDeClinBERT-NER to de-identify and pseudonymise patient 
records for use in AI applications.

- Area: Care wound
- 14 patient, 397 Swedish notes
- 10 000 words
- No names revealed
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• Distinguish clearly between legal and technical privacy
- Ethical considerations call for specific attention

• Be sure to customise current AI application to surrounding 
organisational framework

- Clarify the scope

• International infrastructures are important
- Note the impact of rule of law in international digital framework
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IMY - The Swedish Authority for 
Privacy Protection



Conclusions

• PML design framework can be applied to concrete applications

• Transfering privacy preserving tools such de-identification 
between domains seems to work and critical to build Privacy 
Preserving LLM

• DataLEASH in Action are contributing to the protection and 
privacy of data following Swedish and European Laws.
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Thank you



Advanced Magnetic 
Resonance Elastography 
of the Brain
Prof. Rodrigo Moreno - CBH
Prof. Lisa Prahl Wittberg – SCI

KTH Royal Institute of Technology
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Aim: obtain mechanical properties of the brain

KTH is the only site in Sweden with this technology

13

Magnetic Resonance Elastography (MRE)

InversionAcquisition

Mechanical propertiesExcitation Tissue displacements 

*Hiscox et al., 2021
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Magnetic resonance elastography (MRE)

InversionAcquisition

Mechanical propertiesExcitation Tissue displacements 

Data-driven 
Approach

Theory-based
approach (FEM)

*Hiscox et al., 2021

Aim: obtain mechanical properties of the brain
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Multidimensional diffusion MRI (MD-dMRI)

Multidimensional diffusion 
MRI (MD-dMRI)

Aim: measure the brain’s sub-voxel microstructure

MD-dMRI parameters

*Topgaard, 2017

MD-dMRI only

Standard
FA, MD

µFA, Vmd



Elasticity

Viscosity

T1

MWI

µFA

Size variance

Modeling
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Micro-MRE (µMRE)

µMRE



Use MD-dMRI to estimate brain tissue stiffness

17

Virtual MRE (vMRE)

MD-dMRI

Finite element model of 
brain tissue

µFA, Vmd

Mechanical response

Virtual 
MRE

Displacement magnitude (m)Permeability (m^2)

Mapping brain tissue
stiffness
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Virtual Baby Platform 
AI-based Positioning and Personalization 
Platform for Human Body Models HBMs (RP)

Research Pairs Project: KTH & RISE
Henrik Abrahamsson (co-PI, RISE)
Yuju Son 

Xiaogai Li (co-PI, KTH)
Giorgio Diena
Siyuan Chen 
Natalia Lindgren 

• Biomechanics/HBM • AI & Digitalization 



• Finite element HBMs are digitalized representations of the human body and have emerged as significant
tools for driving industrial innovation and clinical applications. 

• These models are often a baseline and in a specified position. Personalization and positioning of HBMs are
needed, but challenging and time consuming (requires today manual work and expertise)

• Our goal is to build an AI-based platform for automated, and robust personalization and positioning of
HBMs, focusing on baby HBMs
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Project progress 
• We are investigating if and how neural 

networks and random forest models 
can be trained to automatically 
produce correct body element 
positions for a given set of joint 
angles.
- Challenging problem with promising initial 

results 

• Development of platform and interface 
- Sliders to control the positioning
- Stickman for the positioning's preview
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Prediction Ground truth



Visit us in the break-out session
• Welcome to our display in  the break-out session for more 

information and a demo
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A3S: AI-based Asthma 
App using Spirometer
Zhendong Wang
Postdoc at at KTH EECS / KI

2025-04-09 Digital Futures



Asthma diagnosis
• Background: Asthma is affecting about 10% of 

the European population, is a significant 
healthcare issue and is increasing by 
environmental deterioration

• Misdiagnosis: One-third of adults with asthma 
diagnosis in the 5 last years did not have 
asthma

• Goal: Objectively verify asthma diagnosis based 
on lung function measurements
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[S. D. Aaron et al., JAMA 2017]
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Cloud-based data 
storage Healthcare 

provider

• AsthmaTuner supports both clinicians 
and patients in visualizing patient data in 
real-time, with automated analysis on 
lung function variability

• Research showed digital spirometer app 
shortened clinical decision time by 6-7 
weeks compared to traditional care 

[A. Bjerg et al., 2020]
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Aim: Developing  
XAI algorithms of a 
seamlessly 
integrated clinical 
decision support 
system (CDSS) for 
the prediction of 
asthma diagnosis

• Can support reduce unnecessary 
healthcare visits by predicting costly 
asthma exacerbations; provide patients 
with asthma self-management plans
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AI-based Detection of 
Colorectal Cancer In 
Primary care 
Jayanth Raghothama
KTH CBH
KTH + RCC Stockholm Gotland + RCC Väst



Problem
• Cancer patients present with early symptoms in primary care, which are 

often missed
• ColoRectal Cancer (CRC) is third most common type of cancer in 

Sweden
• Survival is excellent in Stages I and II, intermediate in Stage III, and 

poor in Stage IV

• CRC is the most-missed cancer in primary care, leading to increased 
burden in screening, subsequent care and reduced quality of life

• Screening is currently based on age (60-74)

2025-04-15 Digital Futures 33



Goal
• AI solution for Early Warning in primary care, using primary care 

data

• Feed into national guidelines and clinical care pathways

• Use Natural Language Processing on clinician notes for 
information retrieval

• Machine Learning to develop prognostic models to:
- Improve risk stratification
- Personalised screening
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Methodology
NLP and 

Information 
Retrieval: Entity 
recognition and 
topic modeling

Fine-tuned word 
embeddings and 
language models 

for Swedish 
biomedical text

Machine Learning 
models for risk 

stratification and 
personalised 

screening

Training and 
Evaluation Features

GPT-SW3, Språkbanken 
embeddings,
Swedish BERT models etc.

Clinician notes:
History, pain, 
symptoms, 
medication etc.

Demograhics, lab tests and results, 
diagnoses



Preliminary 
Results
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Time Bias
• Models pick up on what doctors 

already know
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Evaluation
• Crossover design with 10 

physicians to assess:
- Impact of models on their 

decision making
- Biases 
- Interpretability
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